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1.  Introduction 
 

Insurance companies are among the influential 

firms in the economic environment of a country 

[1]. Fraud is one of the biggest problems of 

insurance sector, which causes significant 

amounts of financial loss. In insurance literature, 

fraud refers to a deliberate framing of an unreal 

claim, loss declaration beyond reality or any 

other plot to obtain money more than what the 

insurer deserves [2]. Fraud has adverse effects on 

the company in various ways including financial 

aspects, reputation, organizational fame, and 

psychological;-social functions [3].  

Despite great improvement in the methods of 

detecting such plots, the cost derived from such 

frauds to the companies is still increasing. Fraud 

Abstract:- Insurance companies are exposed  various types of fraud And each year suffer substantial 

losses. These companies are looking for ways to review the claims of its customers to detect and 

prevent fraud and financial abuse from their insurance. Nowadays, data mining methods are used to 

discover and extract knowledge from dataset . The utilization of this methods can be help to  fraud 

detection  in insurance industry. The primary goal of this survey is fraud detection  methods of 

automobile insurance  using data mining approach during the past 19 years. Findings in  this study 

indicate   that  data  mining methods like  logistic  models,  Bayesian and  decision  trees have been  

applied  most widely to  provide  preliminary solutions  to the difficulties intrinsic in the identification 

and categorize of  fraudulent  automobile insurance data. 
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in insurance may occur in various stages and by 

various entities such as new insurers, existing 

insurers, affected third parties, or even experts 

who provide services to insurers [4]. Fraud in 

insurance may take various forms and may take 

place around us much more times than what we 

expect every day [5].  

In this way, untrue claims and the possibility of 

policyholders’ fraud seeking money from 

insurance companies lead to the fear of risk and 

uncertainty among the companies; in turn, they 

may increase their premiums and, consequently, 

everyone will be the victim of a minority 

behavior [6].  

In this paper, we try to explore the literature on 

the fraud detection in automobile   insurance 

from 1997  to 2016. The techniques used to 

fraud  detection in automobile industry in each 

paper are described separately, and finally the 

more common ones during the past 19  years are 

identified and Be introduced.    

2. Insurance Fraud Detection and 

Data  Mining Classification  

Framework   

In this portion, classification framework is 

propound for the current manuscript  regarding 

applications of data mining techniques to 

insurance fraud detection (IFD).  classification 

framework is on the basis of  literature review 

papers published previously [7] as well as 

present knowledge regarding nature of data 

mining research[8].  

Our suggestion is insurance fraud detection in 

automobile insurance. The usual data mining 

techniques in the insurance fraud detection are 

classified into six data mining application 

classes, including  classification, clustering, 

prediction, outlier detection, regression, and 

visualization. We provide a brief description of 

the six data mining application classes. 

Classification:  Classification establishes  and  

uses  a  model in order  to predict the categorical 

labels of unknown objects aiming at 

differentiation between objects of various  

classes. These categorical labels are predefined, 

discrete and unorganized[9],[10].  

Clustering: Clustering is applied to divide 

objects into conceptually meaningful groups 

(clusters), while the objects in a group being 

similar to one another but very dissimilar to the 

objects in other groups.  Clustering  is,  also,  

known  as  data  segmentation    and  regarded  

as  a type of  unsupervised classification[9],[10].   

Prediction:  based on the patterns of a data set, 

Prediction  estimates  numeric  and  ordered  

future values [11],[12]. Han and Kamber note 

that, for the purpose of prediction , the attribute 

for which the values being  predicted  is  

continuous-valued  rather  than categorized  

(discrete-valued  and  unordered)[9]. 

Outlier detection: Outlier detection is applied  to 

measure the “Distance” among data objects for 

the purpose of  detecting  those objects  which 

are different from, or inconsistent with, the 

remaining data set[9]:  Data appeared to have 

various characteristics  compared to the rest of 

the population are known as outliers[13]. 

Yamanishi et al. mention that the problem of 

outlier detection is one of the most fundamental 

issues in data mining[14]. 

Regression: Regression is a statistical 

methodology applied to manifest the relationship 

between one or more independent variables and 

one  dependent variable [9].  A lot of 

experimental  studies have used logistic 

regression as a benchmark. The regression 

technique is to be undertaken typically by use  of 
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such mathematical methods as logistic regression 

and linear regression, and used  to  the detect 

various  types of fraud detection[15-19]. 

Visualization: Visualization refers to the easily 

understand presentation of data and methodology 

which turns complicated data characteristics 

clear patterns or relationships uncovered in the 

data mining process[20],[21]. Eick and Fyock  

report that researchers at Bell and  AT&T  

Laboratories  have  utilized  the  pattern  

detection capabilities of  the  human visual  

system  through  establishing a  suite  of tools  

and  applications  which  encode  data flexibly 

using  color, position, size and other visual 

characteristics.  Through clear presentation of 

data or functions, Visualization is best used [21]. 

 

3. Fraud  Detection in Automobile 

Insurance via Data mining 

Techniques 

 

In this paper, we try to explore the literature on 

the fraud detection in automobile   insurance 

from 1997 until  2016. Table 1 provides us with 

the data mining program classes and data mining 

techniques utilized in 37 studies on the fraud 

detection in automobile insurance.  

 

 

 

 

 

 

 

Table 1. Fraud detection in automobile insurance by applied Techniques. 

Datamining 

application class 
Data mining technique Reference 

Classification Neural network, naïve Bayesian, Decision trees  [22] 
 Principal component analysis of RIDIT(PRIDIT)  [23] 
 Fuzzy logic [24] 
 Bayesian belief network ,Logistic model  [25] 
 Self-organizing map [26] 
 Naïve Bayes  [27] 
 Genetic Algorithm [28] 
 Fuzzy Expert System [29] 
 Logistic model, Bayesian belief network ,Neural networks, 

K-nearest neighbor, Naïve Bayes, svm, Decision trees.  
[30] 

 support vector machine, Genetic programming [31] 
 SVM , Naive Bayes tree, SVM-RFE (recursive feature 

elimination), Decision tree 
[32] 

 Decision trees ,Consolidated Trees  [33] 
 Decision Tree ,Naïve Bayesian  [34] 
 Ensemble  neural network,  Neural network  [35] 
 Fuzzy logic [36] 
 Decision tree [37] 
 Fuzzy DEMATEL, Intuitionist fuzzy number, ELECTRE-

TRI   
[38] 

 Gradient Boosting   [39] 
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 Decision tree(c4.5,id3,chaid) [40] 
 Decision tree ,Naïve Bayesian  [41] 
 Naïve Bayesian, Decision tree, support vector machine [42] 
 Neural network [43] 
 Logistic model, Naïve Bayesian, Decision tree [44] 
 Decision  tree, Svm, ANN [58] 
Prediction Evolutionary algorithms, Cultural algorithms [45] 
 Social network analysis, Iterative Assessment Algorithm 

(IAA)  
[46] 

 GA-Kmeans, MPSO-Kmeans [47] 
Regression Probit  [48] 
 Logistic  [49] 
 Probit  [50] 
 Logistic  [51] 
 Logistic  [52] 
 Logistic  [53] 
 Logistic  [54] 
 Logistic  [55] 
 Logistic  [56] 
 Logistic  [43] 
 Logistic  [57] 

 

According to Table 1, the number of the articles 

that  used similar techniques  in order to detect 

fraud  in automobile insurance (Table 2) is been 

extracted. According to Table 2, the techniques 

Logistic model (11 articles of the 37 articles) , 

Decision Tree (10 articles of the 37 articles) and 

Naïve Bayes (6 articles of the 37 articles) and 

Neural network (6 articles of the 37 articles)  have 

been used in greater number of studies. 

 

 

Table 2.  Distributing Articles Using Data Mining Techniques. 

No. Technique Number of papers 
1 Logistic model   11 
2 Decision Tree   10 
3 Naïve Bayes   6 
4 Svm     4 
5 Probit model   2 
6 Bayesian belief  2 
7 Self-organizing map   1 
8 Social network analysis    1 
9 Neural network 6 

10 Consolidated Trees   1 
11 Cultural algorithms   1 
12 ELECTRE-TRI   1 
13 Evolutionary algorithms        1 
14 Fuzzy DEMATEL   1 
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15 Fuzzy logic   2 
16 Genetic programming   1 
17 Gradient Boosting   1 
18 Intuitionistic fuzzy number   1 
19 Iterative Assessment Algorithm (IAA)   1 
20 K-nearest neighbor 1 
21 Principal component analysis of RIDIT   1 
22 ensemble neural network   1 
23 SVM (recursive feature elimination)   1 
24 Genetic Algorithm 1 
25 Fuzzy Expert System 1 
26 GA-Kmeans 1 
27 MPSO-Kmeans 1 

 

Table 3 shows the usage percentage of each data 

mining application class in the reviewed papers. 

The highest rate was for Classification with 63% 

of usage in the reviewed studies. Regression and 

Prediction were of the lowest priorities in these 

studies with 29% and 8% of usage respectively. 

 

Table 3. Distribution Articles using data mining application class. 

Data mining application class Number of papers Percentage 
Classification  24 63% 
Prediction 3 8% 
Regression  11 29% 

 

Table 4 shows the number of papers in the field 

of automobile insurance fraud from 1997 until 

2016. The number of papers in recent years 

indicates that the fraud detection in automobile 

insurance is still a challenging job for insurance 

company so that about 36% of the studies have 

been performed during the past five years. 

 

Table 4. Distribution of Articles by Propagation Year 

Year Number of papers 
1997 2 
1998 1 
1999 2 
2000 1 
2001 1 
2002 5 
2003 1 
2004 1 
2005 5 
2007 2 
2008 1 
2010 1 
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2011 4 
2012 4 
2015 5 
2016 1 

 

 

 

4. Conclusion 

In this study, the techniques for fraud detection 

in automobile insurance proposed by scientific 

studies from 1997 to 2016 (almost all papers in 

this regard) were reviewed. According to the 

analyses, we found out that Classification of data 

mining application class was used by 63% of the 

studies and is regarded as the best class of 

detection in automobile insurance. Among 

Classification techniques, Logistic Model, 

Decision Tree, and Naïve Bayes had the highest 

rate of usage. 
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